
The Data Center Evolution 

Creating Critical Lasting Connections 



Bandwith Growth

• New Sources of Data:
• CDN

• IoT

• 5G

• AI

• Big Data

• Cloud Service

• Automation

• Requires
• New Ways Of Thinking

• New Architectures
Enabled by new Switch Chip Radix

“By  2022, 70% of data will be created outside the data centre”

David Cappucio, Gartner 2020



New Architectures

• New Applications Pushing Bandwidth
- AI / VR / AR / IoT

• New Infrastructure Speeds Needed
- 100GbE / 400GbE / 800GbE+

• New infrastructure, new connectivity 
types
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Next Steps for Fiber Infrastructure

• 400G Cabling Supports 8 lanes
16f MPOs, VSFF

• 1.6T and Beyond Will Use 
8 or 16 lanes of 100G/200G



QSFP-DD and OSFP Modules

• 8 electrical I/Os

• The only way to use ASIC capacity

• 50G and 100G electrical I/Os up to 800G (today)

• New options for
• Up to 8-way breakouts, 4-way popular for brownfield

• New optical connectors to enable these breakouts

• MMF and SMF options



MPO16 MPO24

Waves of Speed Migrations

400G Port

400GBase-SR8 (8x50G)

400G 

400GBase-DR4 (4x100G)
400GBase-SR4.2 (4 x 2x50G)

800G Port = 8x100G Lanes

800GBase-DR8
800GBase-SR8

800G Port = 4x200G Lanes

MPO16 MPO24

MPO8 or MPO 12

MPO8 or MPO 12

4 x SN or 4 x MDC

4 x SN or 4 x MDC

SERDES Speeds Will Drive 
Future Connectivity Needs

Connectivity Needs to Support



New VSFF 
Connector Options

Leaf-Spine Cross-Connections

• Breakout of 400G 8-
lane switch ports to 
100GE & 200GE Fabric 
(inter-switch) links 

• Push pull design 

• More stable 
performance than MT 
Ferrule

Connector

CS program MDC Connector

4x duplex in QSFP footprint
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Today

• 800G MSA 
Members promote 
next generation 100G 
applications

• IEEE B400G Study 
Group



What Can You Do 
To Support 400G-800G? 

• For EXISTING installations: 

• Check system architecture, 
media, fiber count, 
performance and speeds

• Fiber routing between devices 
and panels

• Pinned vs non-pinned MPO’s

• “Conversion” assemblies

• PTP, Arrays, Duplex,…

• Infrastructure and Network 
meeting

• Align objectives and timing

• Pinned or non-pinned trunk?

• Appropriate fiber count for applications?

• Polarity?

• Singlemode or multimode?

• Redundant cabling? 

• 1:1 equipment cord vs. Array?

• IL/RL Loss considerations?

• Test and/or termination equipment

• *Infrastructure and Network Teams:
Collaboration planning

MPO12, MPO24, MPO8?



What Can You Do To Plan
your Cabling For 400G, 
800G, 1.6T & beyond? 

• For NEW installations 
(greenfield): 

• Flatten the network: 
Reduce Switch tiers

• 16f building blocks match switch:
- Efficiency

- Forward flexibility - backward compatible

- Enable Duplex, 2 pr, 4pr, 8pr, 16pr 
applications

- Infrastructure and Network sync

- Align objectives and timing

Fiber Patch 
Panel

Adapter 
Distribution 

Module

Fiber Patch 
Panel

Adapter 

Distribution 
Module

Infrastructure and Network Teams:
Collaboration planning

Possible Cross-
Connect 
Frame



Cabling Infrastructure Check list

• ISP, OSP, I/O, SM, MM, Rollable Ribbon(RR) 
(16f subunits)

• SM, OM5, OM4, OM3 

• MPO24, 12, 8 & LC Duplex, Mini LC   

• MPO16 APC, SN, MDC

• Trunks, RR Trunks, Equipment & Patch Cords, 
MPO-MPO, MPO Arrays, Conversion Arrays

Cable

Connectors

Cable 
Assemblies



Tools to support the increasing complexity



P l a n ,  D e s i g n ,  I m p l e m e n t ,  a n d  O p e r a t e

Infrastructure design tools

Drag – Drop Design Budget, length, design consistency Bill of Materials in a minute











Quick 2 minute video
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