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Deterministic communication systems

time-sensitive – reliable/safe - predictable
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Audio processing and transmission time schedule
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• Fully controlled end-to-end system: engineered for its purpose

• Full quantification of system (HW+SW) aspects impacting latency

• Trimmed down communication stack 

• Wireless communication: customized medium access control

• Central processing: FPGA-based

• Cost-sensitive
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Tactile Internet

End-to-end (E2E) 

latencies < 5ms

Industrial automation

Holographic-type 

communications

20us to 10ms latencies 

for M2M

Ultra-reliable

Social roboverse /

Collaborative robotics

E2E latencies < 20ms

Gbps rates

Multi-sensory input 

to remote decision-

making < 10-100ms 

Larger-scale, highly variable context!

5G: 1ms radio latency spec
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Mastering every aspect of time

tgeneration tdeadline

In time

tgeneration tmin

On time

tmax

target

Simultaneity / causality

tevent1

tevent2

tobservation

Freshness (AoI) fresh

tarrival

Latency breakdown

tobs ttx

tproc.

tqueue trx tqueue …

.          .          .

Granularity / clock types

ms → ns
HW/SW, system/netw., 

real/virtual



restricted

Are we on track?
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The wireless link

9

Continuous increase in peak data rates → low Tx latencies

A

B

PHY

PHY

More to come: massive MIMO, THz wireless, RIS/IRS, JC&S…
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The wireless link

Peak data rates only exist in a perfect (PHY) world.

Signalling overhead, rate versus distance, propagation characteristics of the environment, MAC 

complexity, coordination & joint processing, guaranteed latency (considering reliability), efficiency, 

protocol overhead / packetization, scheduling granularity, etc.  

10

Continuous increase in peak data rates → latency reduction?

A

B

PHY

PHY

MAC

MAC
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BRIDGE 

PHY-MAC GAP

• Benefits at PHY 

might come with 

complexities at 

MAC

• Co-design to 

properly 

understand latency 

trade-offs

TIME-AWARE 

KPIs

• Beyond PHY data 

rate

• Considering 

broader context

• Breakdown

BENCHMARKS

Quantify latency gains 

of new technologies

• Under realistic 

conditions 

• Against ‘legacy’ 

systems 
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Wireless end device(s)

12

MAC

MAC

A

B

PHY

PHY

APP

NET

APP

NET

C

Deterministic application behavior

(generation time, processing)

Aligned with network timings 
(per device, across devices)

Support for (intra/inter) flow 
differentiation and simultaneity

Limits of COTS (mass-market) HW, 
APIs and stacks
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SYSTEM DESIGN

• More open chip 

design

• Co-design: HW-SW, 

processing + 

communication

• Interplay TS / non-

TS components

• Skilled engineers

APP & PROTOCOL 

DESIGN

• Predictable 

behavior

• Versatile 

packetization

• Adaptable to NW 

constraints (app → 

net)

• Lightweight

NOTION OF TIME

• Down to devices: 

accurate time 

synchronization as a 

network service

• Understanding of 

deterministic 

network capabilities

(net → app)
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The end-to-end system

▪ Cloud-native, softwarization and 

service-based architecture

Guaranteed execution times?

▪ Generalized, multi-purpose 

architecture

Unnecessary complexity (and latency)?

▪ Traversal of different networks, 

possibly intermediate processing

Protocol translations, how to oversee 

timings?

14

How to manage

Source: Hexa-X D1.3 – Initial E2E architecture
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NOTION OF TIME

• Network of 

timelands: 

interconnected 

networks having 

same notion of time

• Support for various 

flavours of time: in-

time, on-time, 

simultaneity, etc.

DETERMINISTIC 

END-TO-END

• Deterministic 

computing: 

bounded execution 

time of 

communication and 

computing services

• Hardware 

accelleration / HW 

programmability

5GRedCap → 

xGRedNet/SpecNet

• Lean, lightweight 

architecture

• Trimmed down 

architectural & 

protocol 

complexity

• Fit-for-purpose 
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The management

16

Source: Hexa-X D6.2 – Management and orchestration system – Structural view

▪ Cloud-native, softwarization and 

service-based architecture

Determinism in control plane decisions? 

▪ AI/ML-based network management

Avoid unwanted side-effects on 

deterministic flows?

▪ Monitoring

Continuous verification of timing 

requirements?
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VERIFICATION

• Pre: predict packet 

forwarding latencies

• During: actual flow 

treatment (in-band) 

• Post: expose 

analytics

• Using end-to-end 

notion of time

FLAWLESS AI/ML

• Guarantee any 

undesired side 

effects on 

deterministic flows

• Explainability

• No training in 

operational 

network: Digital 

Twin Network

DETERMINISTIC 

CONTROL PLANE

• QoM: prioritization 

of management 

decisions 

• Bounded execution 

time of mgmt

• Timescale = 

timescale data 

plane, or proactive
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The standardization, innovation and adoption

▪ Mass market first

High-end low-volume markets?

▪ Ever-increasing feature sets / implementation complexity / backwards compatibility

Large telco network ≠ private network / hampers entrance new market players / overshooting / cost

▪ At market time: closed commercial products

Black box not having the right features/level of control

18

Use cases & 

requirements
Technical specification

Interworking and 

compatibility testing

Release & 

implementation

Commercialization & 

deployment
Prototyping & early 

insights



19

FIT-FOR-PURPOSE

• Downsize number 

of features: master 

complexity, whilst 

fit for the job

• Flavours: baseline + 

selected features 

(cfr. profiles)

EARLY PROOF

• Early prototyping 

and system 

validation against 

requirements

• Cfr. IETF: consensus 

+ running code

CUSTOMIZATION 

& INNOVATION

• No black box: 

richer APIs/control, 

programmability 

(SDR)

• Open source / 

reference 

implementations



restricted

7 Guiding principles for 

future deterministic communication systems
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END-TO-END 

NOTION OF 

TIME

xGRedNet/

SpecNet: 

LEAN, FIT-FOR-

PURPOSE 

SOLUTIONS

CO-DESIGN
PHY/MAC, 

SW/HW, APP/NET, 

COMM./PROC., 

E2E 

DETERMINISTIC 

CONTROL 

PLANE & 

FLAWLESS 

AI/ML

TIME-AWARE 

KPIs & 

BENCHMARKS 

EARLY PROOF 

& 

VERIFICATION

OPEN 

INNOVATION,

MORE WHITE-

BOX DESIGNS
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:  World’s first free Wi-Fi open full-stack chip design

22

RF FE

Basic features

• IEEE 802.11a/g/n @ 20MHz

• Aggregation (AMPDU)

• Several RF optimizations for improved sensitivity 

• Dynamic FPGA/driver reloading in seconds

• https://github.com/open-sdr/openwifi

Advanced features

• IEEE 802.11ax (Wi-Fi 6) OFDMA

• 8 HW queues

• TSN features (see further) 

• Increased robustness in multi-path environments

• CSI, CSI fuzzer, IQ samples…

System-on-Chip

High-speed on-chip bus: ping RTT of 

300μs (vs 1ms in COTS Wi-Fi )

Single chip, combining 

radio/network/application processing
High 

   MAC

   PHY + 

   low 

   MAC

processorCPU

FPGA radio

Reprogrammable hardware 

(unlike ASIC)
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Clock synchronisation & hardware timestamping
Architecture

H
W
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n
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M Aslam, W Liu, X Jiao, J Haxhibeqiri, G Miranda, J Hoebeke, J Marquez-Barja, I 

Moerman, Hardware Efficient Clock Synchronization Across Wi-Fi and Ethernet-Based 

Network Using PTP, IEEE Transactions on Industrial Informatics 18 (6), 3808-3819
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Hardware Efficient Clock Synchronization across
Wi-Fi and Ethernet Based Network Using PTP

Muhammad Aslam, Wei Liu, Xianjun Jiao, Jetmir Haxhibeqiri, Gilson Miranda, Jeroen Hoebeke, Johann

Marquez-Barja and Ingrid Moerman, Member, IEEE

Abstract—Precision Time Protocol (PTP), a state-of-the-ar t
clock synchronization protocol pr imar ily designed for wired net-
works, has recently gained attention in the wireless community,
due to the increased use of IEEE 802.11 Wireless Local Area
Networks (WLAN) in real time distr ibuted systems. However, all
the existing WLAN based PTP designs either incorporate soft-
ware Timestamping (TS) deliver ing poor clock synchronization
accuracy, or Hardware (HW) TS providing better synchroniza-
tion accuracy at the cost of a significant amount of HW overhead.
Moreover, the per formance of the existing PTP solutions is mostly
evaluated in single-hop wireless networks, while the per formance
across wired and wireless networks is taken for granted. In this
paper, a new Software Defined Radio (SDR) based approach to
implement PTP is introduced and validated for IEEE 802.11
WLAN. Instead of using a dedicated HW clock, the solution
utilizes the Timing Synchronization Function (TSF) clock, an
existing clock in IEEE802.11 standard for synchronization be-
tween access point and WLAN stations. The per formance of the
proposed solution is first investigated within a single-hop WLAN
and then across wired-wireless networks. Exper imental results
unveil that 90% of the absolute clock synchronization error falls
within 1.4 µs.

Index Terms—PTP, IEEE 802.11, Wi-Fi, Clock Synchroniza-
tion, Hardware Timestamping, openwifi, TSF.

I . INTRODUCTION

CLOCK Synchronization (CS) is one of the prominent

technologies for real-time distributed networks. It en-

ables the nodes in the distributed network to share the same

notion of time. It is crucial for a system where performance

highly depends on the CS accuracy of the networks. For

example, audio or videos streaming over distributed networks,

and network based motion control [1]. Precision Time Protocol

(PTP) is a state-of-the-art CS protocol introduced in the IEEE

1588 standard [2]. It is the de facto CS protocol in wired

networks and is capable of providing sub-microsecond CS

accuracy. The CS process in PTP is typically accomplished in

Manuscript received April 6, 2021; revised July 22, 2021 and September 23,
2021; accepted September 30, 2021. Date of publication xxxx xx, 202x; date
of current version October, 2021.This research was funded by the Flemish
FWO SBO S003921N VERI-END.com (Verifiable and elastic end-to-end
communication infrastructures for private professional environments) project
and the Flemish Government under the ”Onderzoeksprogramma Artificiële
Intelligentie (AI) Vlaanderen” program.

M. Aslam, W. Liu, X. Jiao, J. Haxhibeqiri, and J. Hoebeke, I. Mo-
erman are with IMEC-IDLab, Department of Information Technology,
Ghent University, Ghent, Belgium (e-mail: muhammad.aslam@ugent.be;
wei.liu@ugent.be; xianjun.jiao@ugent.be; ingrid.moerman@ugent.be; jet-
mir.haxhibeqiri@ugent.be; jeroen.hoebeke@ugent.be).

G. Miranda and J. Marquez-Barja are with IMEC-IDLab, Antwerp
University, Antwerp, Belgium (e-mail: gilson.miranda@uantwerpen.be;
johann.marquez-barja@uantwerpen.be).

Fig. 1. An example of PTP based (a) conventional wired network and (b)
wired-wireless hybrid network when configured in E2E mode.

two steps: (i) establishing master-slave hierarchy wherein the

nodes in a network leverage the best master clock algorithm to

elect a node with the best quality clock as a master clock and

all the rest of thenodes’ clocks are slaves; (ii) synchronizing of

the master-slave clocks in which the master clock periodically

exchanges special messages with slave clocks, which later

extract the master clock information from these messages and

synchronize to it by computing the time difference.

The aforementioned process is not only applicable to single

hop network, but can be used to establish clock synchroniza-

tion in a multi-hop network across different network domains

(e.g., wired and wireless). A multi-hop PTP network may

consist of: (i) a Grand Master (GM) clock which is the primary

reference clock for CS; (ii) one or more devices with multiple

PTP ports fulfilled by either a Boundary Clock (BC) or a

Transparent Clock (TC); and (iii) single-port Ordinary Clock

(OC) which can only be used either as slave or master clock.

The main difference between BC and TC is that in TC the PTP

Sync packet is being forwarded to downstream PTP ports with-

out touching the origin timestamp field, instead the correction

field is being updated to incorporate propagation delay and

residence time inside the device, the slave PTP port then uses

the correction field to update the origin timestamp; whereas

in BC the origin timestamp is being updated directly in the

packet. Hence, BC and TC are mathematically equivalent.

An example of a practical multi-hop PTP based CS network

formed by BC is shown in Fig. 1-a.

In addition, depending on how the link delay between a

PTP master and slave is measured, a multi-hop PTP network

can be realized in End-to-End (E2E) or Peer-to-Peer (P2P)

mode. In case of E2E mode, the slave generates requests to

Authorized licensed use limited to: University of Gent. Downloaded on October 18,2021 at 10:02:07 UTC from IEEE Xplore.  Restrictions apply.  
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Time synchronization accuracy

24

Parameters No Load UDP Load TCP Load

Mean (μ) -0.279 µs -0.330 µs -0.325 µs

Standard deviation (σ) 0.820 µs 0.872 µs 0.868 µs

90% percentile (P90) 1.4 µs 1.48 µs 1.46 µs

1551-3203 (c) 2021 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.
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additionally introduce CS errors of up to ± 40 µs per second if

basic TSF based CS (without rate correction) is applied every

second. Despite of this fact, many researchers and developers

take advantage of this feature. For instance, [30] uses the

synchronized TSF in a Wi-Fi BSS for Time Division Multiple

Access (TDMA), though due to the poor CS accuracy, the

solution requires 20 µs guard interval in a TDMA slot. In [31],

the synchronized TSF is used to coordinate transmission from

a Wi-Fi BSS to avoid interfering with a sensor network, it is

required to mute the Wi-Fi transmission somewhat in advance

to account for the CS inaccuracy. On top of that, IEEE 802.11

standard also uses TSF for maintaining coordination between

APs in overlapping BSS. With our approach, applications

relying on TSF synchronization can greatly improve their

performance without any additional effort. Hence we believe

that the improved CS accuracy of TSF clocks in a Wi-Fi

network is substantial.

While HW CS demands both clock offset and skew correc-

tion, default TSF design is only able to do offset correction.

Thus, we have modified the TSF HW making it capable of

performing skew correction as well (see colored blocks in

Fig. 3-c). Table. II shows a comparison of hardware utilization

when the default TSF clock (i.e., without skew correction

capability), themodified TSF clock supporting skew correction

feature, or a dedicated HW is allocated for the PTP HW clock.

The HW efficiency in the Table. II is calculated using (5)

Ef f i ciency =

✓
H Wpt p + H Wdf t T SF − H WT SF

H Wpt p + H Wdf t T SF

◆

⇥100

(5)

where H Wdf t T SF , H Wt sf and H Wpt p represent the hardware

consumed by the default TSF in openwifi, the modified TSF

in our work, and a hardware clock allocated as dedicated

PHC, respectively. The consumed hardware can be either Look

Up Table (LUT) or Flip Flop (FF). Table. II shows that

the modified TSF clock saves 23% LUTs and 38% FFs as

compared to a dedicated HW PTP clock added on top of the

default TSF.

The radio driver calculates the upper limit (i.e. the Sc

value) for Skew Correction Counter (SCC) using (4), and

loads the calculated value into the Skew Correction Register

(SCR). SCC increments with the TSF clock at 1MHz operating

frequency. Upon reaching the Sc value, SCC overflows and

performs the skew correction of the TSF clock. In normal

situations, the TSF counter is incremented by one after each

1 µs according to the desired rate of local oscillator. Upon

skew correction, the TSF counter is either incremented by

two or zero depending upon the sign of carry bit. For instance,

SCC performs skew correction after each 12,805 counts in the

example given in the previous section.

Lastly, the TSU is composed of a controller and a First-

In, First-Out (FIFO). The controller is in charge of executing

TS upon either frame preamble transmission (or reception),

and storing it into the FIFO. The radio driver later reads and

copies these TS values into sk buff by calling 80211hwts tx()

function ( see 2 in the radio driver in Fig. 3-b). The radio

driver also performs a similar action for reception process,

for simplicity, it is not shown in Fig. 3-b. The radio driver

Fig. 4. Experimental setup of the single-hop network used to measure the
performance of our proposed PTP over WLAN.

Fig. 5. Cumulative Distribution Function (CDF) of the absolute clock
synchronization error of our proposed PTP solution over single-hop WLAN
when no traffic load, UDP traffic and TCP traffic is applied.

performs all these actions inside the Interrupt Service Routine

(ISR). Subsequently, the linuxptp calls recvmsg() function to

read these TS values and perform CS.

IV. RESULTS AND DISCUSSIONS

In this section, first, the experimental setup used to evaluate

the CS performance of our design is presented. Then, the CS

performance of our design is analysed over both a single-hop

Wi-Fi network and across Ethernet and Wi-Fi network. TheCS

performance of our design is quantified in terms of µ, σ and

P90. Lastly, the CS performance of our design is compared

against the performance of existing CS solutions. Since the

solutions in literature only provides information regarding µ

and σ values, we haveestimated P90 value with the help of (6).

Weassume that thesamples in aCSerror measurement follows

Gaussian distribution, then itsabsolute value will follow folded

Gaussian distribution, whose cumulative distribution function

is given in Eq 6

f (Cer r ) =
1

2
er f

✓
Cer r + µ

σ
p

2

◆

+ er f

✓
Cer r − µ

σ
p

2

◆

(6)

er f

✓
Cer r ± µ

σ
p

2

◆

=
2

p
⇡

Z
⇣

C er r ± µ

σ
p

2

⌘

0

e− t 2

dt (7)

where, f (Cer r ) reflects the estimated percentile of absolute CS

error at |Cer r |th point and Cer r represents CS error between

the master and the slave clock. In other words, the |Cer r | value

corresponds the estimated P90 when f (Cer r ) is equal to 0.9.

A. Experimental Setup for a Single-Hop Network

To measure the performance of our proposed PTP solution

with HW TS over single-hop WLAN, a wireless network
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additionally introduce CS errors of up to ± 40 µs per second if

basic TSF based CS (without rate correction) is applied every

second. Despite of this fact, many researchers and developers

take advantage of this feature. For instance, [30] uses the

synchronized TSF in a Wi-Fi BSS for Time Division Multiple

Access (TDMA), though due to the poor CS accuracy, the

solution requires 20 µs guard interval in aTDMA slot. In [31],

the synchronized TSF is used to coordinate transmission from

a Wi-Fi BSS to avoid interfering with a sensor network, it is

required to mute the Wi-Fi transmission somewhat in advance

to account for the CS inaccuracy. On top of that, IEEE 802.11

standard also uses TSF for maintaining coordination between

APs in overlapping BSS. With our approach, applications

relying on TSF synchronization can greatly improve their

performance without any additional effort. Hence we believe

that the improved CS accuracy of TSF clocks in a Wi-Fi

network is substantial.

While HW CS demands both clock offset and skew correc-

tion, default TSF design is only able to do offset correction.

Thus, we have modified the TSF HW making it capable of

performing skew correction as well (see colored blocks in

Fig. 3-c). Table. II shows a comparison of hardware utilization

when the default TSF clock (i.e., without skew correction

capability), themodified TSF clock supporting skew correction

feature, or a dedicated HW is allocated for the PTP HW clock.

The HW efficiency in the Table. II is calculated using (5)

Ef f i ciency =

✓
H Wpt p + H Wdf t T SF − H WT SF

H Wpt p + H Wdf t T SF

◆

⇥100

(5)

where H Wdf t T SF , H Wt sf and H Wpt p represent thehardware

consumed by the default TSF in openwifi, the modified TSF

in our work, and a hardware clock allocated as dedicated

PHC, respectively. The consumed hardware can beeither Look

Up Table (LUT) or Flip Flop (FF). Table. II shows that

the modified TSF clock saves 23% LUTs and 38% FFs as

compared to a dedicated HW PTP clock added on top of the

default TSF.

The radio driver calculates the upper limit (i.e. the Sc

value) for Skew Correction Counter (SCC) using (4), and

loads the calculated value into the Skew Correction Register

(SCR). SCC increments with theTSF clock at 1MHz operating

frequency. Upon reaching the Sc value, SCC overflows and

performs the skew correction of the TSF clock. In normal

situations, the TSF counter is incremented by one after each

1 µs according to the desired rate of local oscillator. Upon

skew correction, the TSF counter is either incremented by

two or zero depending upon the sign of carry bit. For instance,

SCC performs skew correction after each 12,805 counts in the

example given in the previous section.

Lastly, the TSU is composed of a controller and a First-

In, First-Out (FIFO). The controller is in charge of executing

TS upon either frame preamble transmission (or reception),

and storing it into the FIFO. The radio driver later reads and

copies these TS values into sk buff by calling 80211hwts tx()

function ( see 2 in the radio driver in Fig. 3-b). The radio

driver also performs a similar action for reception process,

for simplicity, it is not shown in Fig. 3-b. The radio driver

Fig. 4. Experimental setup of the single-hop network used to measure the
performance of our proposed PTP over WLAN.

Fig. 5. Cumulative Distribution Function (CDF) of the absolute clock
synchronization error of our proposed PTP solution over single-hop WLAN
when no traffic load, UDP traffic and TCP traffic is applied.

performs all these actions inside the Interrupt Service Routine

(ISR). Subsequently, the linuxptp calls recvmsg() function to

read these TS values and perform CS.

IV. RESULTS AND DISCUSSIONS

In this section, first, the experimental setup used to evaluate

the CS performance of our design is presented. Then, the CS

performance of our design is analysed over both a single-hop

Wi-Fi network and across Ethernet and Wi-Fi network. TheCS

performance of our design is quantified in terms of µ, σ and

P90. Lastly, the CS performance of our design is compared

against the performance of existing CS solutions. Since the

solutions in literature only provides information regarding µ

and σ values, wehaveestimated P90 value with the help of (6).

Weassume that thesamples in aCSerror measurement follows

Gaussian distribution, then itsabsolute valuewill follow folded

Gaussian distribution, whose cumulative distribution function

is given in Eq 6

f (Cer r ) =
1

2
er f

✓
Cer r + µ

σ
p

2

◆

+ er f
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Cer r − µ

σ
p

2
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where, f (Cer r ) reflects the estimated percentile of absolute CS

error at |Cer r |th point and Cer r represents CS error between

the master and the slave clock. In other words, the |Cer r | value

corresponds the estimated P90 when f (Cer r ) is equal to 0.9.

A. Experimental Setup for a Single-Hop Network

To measure the performance of our proposed PTP solution

with HW TS over single-hop WLAN, a wireless network
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Measurement setup

M Aslam, W Liu, X Jiao, J Haxhibeqiri, G Miranda, J Hoebeke, J Marquez-Barja, I 

Moerman, Hardware Efficient Clock Synchronization Across Wi-Fi and Ethernet-Based 

Network Using PTP, IEEE Transactions on Industrial Informatics 18 (6), 3808-3819



restricted

IEEE 802.1 Qbv time-aware scheduling over Wi-Fi

25

Gating mechanism + time-aware scheduling for APs and end devices

Cycle = 8192 μs

Slice/Time 

Slot = 2048 μs
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More than time-aware scheduling

26

Time-triggered configurations

Adjust contention, e.g based on number of stations in shared slots

Disable contention, e.g. in case of private spectrum license

Adjust retransmissions, e.g. based on time slot duration and/or 

reliability needs

And coordinate all this across multiple synchronized APs!

Adjust thresholds, sensitivity and Tx power to reduce interference 

and improve spatial reuse
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Monitoring features

27

Open API exposing 

advanced statistics

▪ Tx packet statistics

▪ Tx Queue statistics

▪ Rx packet statistics

▪ Rx gain statistics

https://github.com/open-sdr/openwifi/blob/master/doc/app_notes/driver_stat.md

Enabling advanced monitoring



restricted28

- Wi-Fi 6 OFDMA

4 users DL

4 users DL

DEMO: openwifi AP triggering UL OFDMA on COTS client

1 users UL
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Converged private 5G – Wi-Fi (TSN) networks

Wireless

…

…

5G 

Core

Enterprise 

Data 

Network

Wireless

…

…

5G 

Core

TSN Network

NW 

TT

DS 

TT

b) TSN technology expanding to the Wi-Fi and 5G domaina) 5G – Wi-Fi convergence via the Non-3GPP Interworking Function

Enterprise 

Data 

Network

NW-TT: Network side TSN Translator

DS-TT: Device side TSN Translator

Multi-

RAT
IPsec

IWF

Multi-

RAT
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Validated using imec’s lab facilities

Wired

END-TO-END RELIABLE AND BOUNDED LATENCY

Wireless

Converged private 5G – Wi-Fi (TSN) networks
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